Host–pathogen immune feedbacks can explain widely divergent outcomes from similar infections
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A long-standing question in infection biology is why two very similar individuals, with very similar pathogen exposures, may have very different outcomes. Recent experiments have found that even isogenic *Drosophila melanogaster* hosts, given identical inoculations of some bacterial pathogens at suitable doses, can experience very similar initial bacteria proliferation but then diverge to either a lethal infection or a sustained chronic infection with much lower pathogen load. We hypothesized that divergent infection outcomes are a natural result of mutual negative feedbacks between pathogens and the host immune response. Here, we test this hypothesis in silico by constructing process-based dynamic models for bacterial population growth, host immune induction and the feedbacks between them, based on common mechanisms of immune system response. Mathematical analysis of a minimal conceptual model confirms our qualitative hypothesis that mutual negative feedbacks can magnify small differences among hosts into life-or-death differences in outcome. However, explaining observed features of chronic infections requires an extension of the model to include induced pathogen modifications that shield themselves from host immune responses at the cost of reduced proliferation rate. Our analysis thus generates new, testable predictions about the mechanisms underlying bimodal infection outcomes.

1. Introduction

Despite more than a century of infectious disease research, we still do not understand why two similar individuals exposed to nearly identical bacterial infections may experience dramatically different outcomes, with some dying while others mount a successful defence and survive. It is routine to define the LD50 of a given pathogen as the infectious dose at which half the infected hosts will die. But why do half die while the other half survive? Analogously, we have very little understanding of why some individuals develop severe infections while others remain safe and healthy after similar exposures to opportunistic pathogens. Widely divergent outcomes, even when controlling for genotype and environment, give the appearance that the outcome is random or arbitrary.

We have recently found that *Drosophila melanogaster* reared in a common controlled environment experience biphasic outcomes after identical injections (insofar as experimentally possible) of an opportunistic pathogen [1]. Some hosts die from acute infection with a high pathogen burden, others survive infection but sustain a lifelong chronic bacterial burden at much lower density (figure 1a). That pattern occurs even when the hosts are isogenic (figure 1b). Very similar patterns are seen in *Drosophila* infected with other bacteria [4,5], flour beetles (*Tribolium castaneum*) infected with *Bacillus thuringiensis* (with higher survival among offspring of immune-primed mothers; figure 1c; data from [2], fig. 1D), virus-infected flies [6] and *Plasmodium*-infected mosquitos (figure 1d; data from [3], fig. 2a).
Production of anti-microbial peptides (AMP) is a principal defence against invading bacteria in *Drosophila* and many other insects [7]. AMP production following pathogen invasion may be upregulated primarily through the Imd or Toll signalling pathways (or both in combination), depending on the structure of the peptidoglycan in the bacterial cell wall [8]. Response to *Providencia rettgeri* primarily involves the Imd pathway. Flies deficient in Imd-dependent immune response all experienced lethally high pathogen burdens following inoculation with *P. rettgeri* (figure 1e), while bimodal infection outcomes persisted in Toll-deficient mutants (figure 1f) and in phagocytosis-deficient mutants [1].

In attempting to explain the observed bimodal outcomes, Duneau et al. [1] therefore tested whether flies vary in the speed and magnitude of Imd pathway induction. They found substantial variation in mRNA levels of the *Diptericin* gene, a readout of Imd pathway activity, 4 h after pathogen injection. At that time, which is prior to the divergence in outcomes, Imd activity was more variable than bacterial load. Thus, the Imd variability presumably reflects intrinsic
variability among the flies (despite their genetic homogeneity and common rearing), rather than being a side-effect of differences in bacterial population growth. Based on that finding, Duneau et al. [1] presented a phenomenological model positing that a fly either succeeds or completely fails to control the infection, depending on whether Imd upregulation occurs before or after bacterial density crosses some threshold. Bimodality of outcomes is thus an assumption of their model, not an outcome.

Our goal here is to develop a general mechanistic explanation for outcome bimodalities like those in figure 1 as an emergent property of interactions between the pathogen and host immune responses. Van Leeuwen et al. [9] have recently presented an explanation specifically for intestinal parasites, based on nutritional interactions between parasite and host (e.g. [10,11]). The mechanism in their model, parameterized for a nematode parasite of mouse, is competition for energy and nutrients: a larger pathogen population is increasingly able to divert the resources ingested by the host from the host to itself. The pathogen thus benefits from increased abundance (an Allee effect), potentially resulting in bimodal outcomes where infection duration is long or short depending on whether the initial pathogen abundance is above or below a threshold.

Here, we propose an alternative, broadly applicable explanation, that bimodal infection outcomes are a natural result of two negative feedbacks: hosts mount an immune response to eradicate the pathogen, while pathogens attempt to counteract or squelch the immune responses so they can proliferate at the expense of the host. Then, depending on the balance between host immune response and pathogen counter-response, the outcome can be bistable dynamics in which similar initial states lead to widely divergent outcomes in which the host either fends off or succumbs to the pathogen. A simple analogy is the well-known ‘toggle switch’ model for two genes that mutually repress each other’s activity levels. For suitable parameter values, this results in two stable equilibria (each with one gene ‘on’ and the other ‘off’), separated by an unstable saddle equilibrium. Two trajectories with very similar initial conditions near the origin, but on opposite sides of a separatrix (the stable manifold of the saddle) follow similar paths initially but then separate and eventually converge to different stable equilibria. Continuous variation in initial conditions spanning the separatrix produces discrete variation in outcomes.

We first present a minimal conceptual model for our hypothesis based on the Drosophila experimental system. We posit that flies respond to a bacterial infection by producing bactericidal AMPs, while bacteria can inactivate AMPs by sequestration and produce proteases that degrade AMPs [12]. In addition, bacteria can produce effectors that interfere with AMP production (e.g. [13]). A slow–fast approximation to this model produces a two-dimensional system, and phase plane analysis of that system verifies our hypothesis that bimodality is a robust outcome of the mutual negative feedbacks.

Importantly, we do not merely confirm that the ‘toggle switch’ mechanism for bistability can be made to operate in a host–pathogen interaction. Our analysis shows that bistability occurs in our model across a wide range of biologically plausible parameter values, and it identifies several specific scenarios in which small between-host differences can be amplified into widely divergent outcomes.

However, analysis of the minimal model shows that for biologically reasonable parameter values, the ‘toggle switch’ mechanism does not provide a complete explanation for the experimental observations. Specifically, it cannot explain the common observation (as in figure 1 examples) that in the infection outcome with lower pathogen abundance, the pathogen is not entirely, or almost entirely, eliminated. Rather, there is a non-lethal chronic infection held in check by sustained immune system activation [14]. In our Drosophila system, the chronic infection can break out into an active infection if the host immune response is subsequently eliminated (J. J. McIntyre & B. P. Lazaro 2019, unpublished data). To explain these features of chronic infections, we therefore extend the model by allowing bacteria to enter a ‘protected’ state where they are partially shielded from immune response. Several such mechanisms for bacterial defence against AMPs are known, including biofilm formation and various cell envelope modifications [12]. The conditions for stable chronic infection in the extended model lead to new, testable predictions about the mechanisms that account for chronic infection rather than complete or near-complete elimination of the pathogen.

Finally, we develop a detailed model for the Imd signalling pathway, to show that our minimal model’s ‘cartoon’ description of immune system activation dynamics, and how it varies among individuals, can be realized in a completely mechanistic model for a defence activation pathway.

2. Conceptual model

Our conceptual model tracks a bacterial population $B$ growing within an invertebrate host, suffering mortality caused by host-produced AMPs $A$, and producing proteases $R$ that degrade AMPs:

$$\frac{dB}{dt} = rB\left(1 - \frac{B}{K}\right) - cAB$$
$$\frac{dA}{dt} = f(B) - \delta_A A - hAR - cAB$$
$$\frac{dR}{dt} = sB - \delta_R R$$

and where $f(B) = \frac{Q_\alpha B}{S_A + B}$

and all parameters are positive. In the absence of AMPs, bacteria have logistic population growth with maximum \textit{per capita} growth rate $r$ and ‘carrying capacity’ $K$. The carrying capacity corresponds to pathogen growth ceasing because the host is completely consumed, so any model solution where $B$ gets close to $K$ is interpreted as pathogen killing the host. $cAB$ is bacteria mortality due to AMPs. AMP production rate $f$ is a function of bacteria abundance, monotonically increasing from $f(0) = 0$ and saturating at maximum rate $Q_\alpha$. $S_A$ is the bacterial abundance at which AMP production rate reaches half its maximum value. In our model, AMPs are lost three ways: natural degradation at rate $\delta_A$, degradation by protease at rate $hAR$ and sequestration (i.e. each ‘kill’ of a bacterium binds and thus inactivates the $A$ molecules involved). We take the unit of AMP to be the number of bacterial cells, so $\delta_A \ll 1$ [15,16]. However, AMPs can be produced quickly enough to create a lethal within-host environment for the pathogen. Proteases $R$ are produced by bacteria at constant \textit{per capita} rate $g$ and degrade naturally at rate $\delta_R$, which is
not necessarily very small. Protease is not consumed in the process of promoting AMP degradation, so the $kAR$ term is not replicated in the $dR/dt$ equation.

To keep this ‘proof of concept’ model as simple as possible, we have omitted two potential features of the host–pathogen interaction: a constitutive immune response (i.e. production of AMPs in the absence of bacteria [17]), and bacterial production of effectors that interfere with the host mounting an immune response (e.g. [13]) rather than acting through AMP degradation and sequestration. In electronic supplementary material, S.2, we present an extended model that adds those features to the basic model presented here. We show that the only qualitative effect of the extensions is to add one more scenario (described at the end of this section) where small individual differences in host immune induction can produce bimodal outcomes.

Before analysis we re-scale the model, setting $\tilde{B} = B/S_A$, $\tilde{A} = A/S_A$, $\tilde{R} = R$ and $\tilde{t} = rt$. For the sake of visualization and analysis, we reduce the dimension of the model by assuming that $R$ is a ‘fast’ variable (i.e. $g$ and $\delta_K$ are large) that remains close to its steady state conditional on the other variables, $R = mb$ where $m = g/\delta_K$. The calculations are carried out in Maxima script RescaleBAR.max. Then (dropping the tildes on rescaled variables and parameters for clarity), the model we consider is

$$
\begin{align*}
\frac{dB}{dt} &= \bar{B} \left(1 - \frac{B}{K}\right) - cAB \\
\frac{dA}{dt} &= f(B) - \delta_A A - (c + m)AB
\end{align*}
$$

(2.2)

and where $f(B) = Q_A B / (1 + B)$.

Note that equilibria ($\bar{A}, \bar{B}$) of the reduced model (2.2) are in 1-to-1 correspondence with equilibria ($A, B, mB$) of the full system (2.1). Because bacterial abundance is now scaled relative to the half-saturation abundance for immune response, and immune response is triggered when bacteria are far below a lethal abundance, we can assume that $K \gg 1$. Time is scaled so that bacteria that are unhindered by resource shortage or immune response would double in log 2 time units. Observed doubling times are typically on the order of 1 h in real time [1], so we can still assume that $\delta_A$ is a small parameter in the rescaled model.

Equilibria occur at intersections of the $B$ and $A$ nullclines (the sets of $(B, A)$ values at which $dB/dt = 0$ and $dA/dt = 0$, respectively). The $B$ nullcline consists of the axis $B = 0$ and the line $A = c^{-1}(1 - B/K)$; the $A$ nullcline is the curve

$$
A = \frac{Q_A B}{(1 + B)(\delta_A + (c + m)B)}
$$

(2.3)

The infection-absent state ($B = A = 0$, open diamond) is always an equilibrium. Analysis of the model (in electronic supplementary material, S.1) shows that this equilibrium is always unstable: a small inoculum of bacteria initially increases. Other equilibria and their stability depend on the configuration of the $B$ and $A$ nullclines in the interior of the first quadrant. There are three possibilities, shown in figure 2a. Model behaviour in each of these cases is analysed in electronic supplementary material, S.1. When host immune response is very strong (large $Q_A$, dotted green curve), there is only one nullcline intersection giving a stable equilibrium at $B \approx 0$ and $A \approx 1/c$. Model solutions starting anywhere except $B = A = 0$ converge to that equilibrium: immune response always holds the infection in check. When host immune response is very weak (small $Q_A$, dashed green curve) there is again only one possible outcome: the stable equilibrium near $B = K$, $A = 0$, representing a pathogen that has overcome the host’s immune defences. In between these extremes (solid green curve), there are three interior equilibria, one unstable and two locally stable, at widely differing pathogen densities.

Figure 2b illustrates how, in the three-equilibria case, small differences in initial conditions can produce large differences in the infection outcome. Unlike the extended model in electronic
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supplementary material, S.2, the basic model omits constitutive production of AMPs, so initial conditions are exactly on the $B$ axis, and different initial conditions correspond to different pathogen numbers when production of AMPs in response to the infection begins. In the extended model, initial conditions with small positive $A$ values are also possible. The unstable manifold of the middle interior equilibrium consists of two solution trajectories having exactly the right initial conditions so that solutions converge to the middle equilibrium. Initial conditions off the stable manifold lead to infection dynamics that first approach the middle equilibrium, but then veer off to one of the stable interior equilibria, depending on which side of the stable manifold they started. The right-most equilibrium is always a node, but the left-most can be a spiral (as in this example), if it occurs where the $A$ nullcline is very steep.

In electronic supplementary material, S.1, we derive the following approximate condition for occurrence of bistability in the scaled model:

$$1 < \frac{Q_A}{c + m} < \frac{(K + 1)^2}{4K}.$$  \hfill (2.4)

Although equation (2.4) is approximate, we have found numerically that bistability occurs when neither inequality is close to being violated. This condition can be interpreted biologically, showing that the requirements for bistability will often be satisfied. In the scaled model, $K$ is the pathogen carrying capacity relative to the half-saturation constant for immune system upregulation. Thus, $K$ is large, and the right-most term will be large, so long as the host responds strongly to a bacterial infection when it is still far below the level at which the host's survival is threatened. The middle term can be written as $Q_A/(1 + m/c)$. $Q_A$ determines how quickly the host can produce AMPs to ward off a pathogen attack, and $m/c$ is a measure of how effectively the pathogen can counter the host by degrading AMPs, relative to the lethality of the host response. The middle term is thus a measure of the 'balance of forces' between host and pathogen — if either antagonist is too strong or too weak, there is only one possible outcome. Condition (2.4) thus says that if the pathogen is a sufficient threat that the host responds to its presence in low numbers, bistability will occur across a wide range of values for the ‘balance of forces’ between host and pathogen.

The location of the stable manifold depends on parameter values. Here, parameter values were such that small differences in initial bacterial density produce radically different outcomes. In the Duneau et al. [1] experiments, where flies differed in the time required for immune activation, the ‘initial bacterial density’ would be the bacterial density at the time of immune activation, with higher bacterial density after a longer delay. The dynamics in figure 2b thus provide a qualitative explanation for observed bimodality in outcomes from very similar inoculations of very similar flies.

Figure 3 shows simulations of experiments like those in figure 1 using the minimal model. We assumed that host individuals varied randomly in their pattern of immune system activation, as was observed [1]. This variability could have several different biological causes, including host resource or energetic limitations, but at the level of our model, all that matters is the temporal pattern. In all hosts, following the pathogen inoculation, the AMP production rate term $f(B)$ was multiplied by a three-piece function representing immune system activation: a delay period during which AMP production rate is zero; a linear ramp-up from zero to one; and thereafter constant at 1. The duration (in hours) of the delay period was chosen from a uniform [1.5, 2.5] distribution, and the time required for the ramp-up was chosen from a uniform [1,2] distribution. If the ramp-up were instantaneous, the variable delay period would be equivalent to random variation in the initial bacteria abundance in $2b$, which shows the dynamics after the immune ramp-up. Each plotted point represents one simulated host that was ‘sacrificed’ at a random time, and Gaussian ‘measurement error’ with $\sigma = 0.35$ was added to log$_2$(B). Figure made by script Split_Outcomes_BA.R.
produce drastic, bimodal variation in outcomes. In electronic supplementary material, S.4, we develop a detailed mechanistic model for the Imd signalling pathway leading to AMP production, and confirm that among-individual variation in kinetic parameters of the pathway can produce a wide range of temporal patterns for immune activation (electronic supplementary material, figure S.5).

At other parameter values, the lower-left branch of the unstable manifold approaches the A axis, rather than the B axis. In our extended model that includes constitutive defence (see electronic supplementary material, S.2) this situation creates another way for small between-host differences to produce bimodal outcomes. Constitutive defence moves the pathogen-free equilibrium from the origin to a point \((0, \alpha)\) on the A axis. The location of this equilibrium relative to the stable manifold determines whether a small invading pathogen population sparks a lethal infection, or is driven down by the host immune response (electronic supplementary material, figure S.2b,c). This scenario can produce bimodal outcomes from small variance among hosts in their constitutive defence levels.

3. Chronic infection and protected pathogens

The minimal model can explain bimodal outcomes and it makes two other predictions that are confirmed experimentally in our *Drosophila* system. First, a high enough initial dose of bacteria (producing initial conditions with \(A \approx 0\) and \(B\) sufficiently large) always results in uncontrolled infection and host death ([1], fig. 2 supplement 1). Second, immune priming (producing initial conditions with \(B\) small and \(A\) large) can eliminate uncontrolled infections ([1], fig. 7A).

However, it cannot explain another important experimental observation: that the alternative to uncontrolled infection may be a chronic infection where bacteria remain present at substantial but non-lethal levels, and the host immune response is never fully downregulated [1,14]. At the low-\(B\) equilibrium in figure 2, the pathogen density is extremely low. This is not just a feature of the particular parameters in that figure. The slope of the \(A\) nullcline (green curve) at \(B = 0\) is \(Q_A/\delta_A\), so it rises very steeply, and the peak of the nullcline occurs at \(B = \sqrt{\delta_A/(c + m)}\). So under the biologically relevant assumption that \(\delta_A\) is small, and host and pathogen interact strongly (so \(c\) and \(m\) are not small), the low-\(B\) equilibrium will always occur at very low \(B\). At the parameters used in figure 3, the low-\(B\) equilibrium is very near zero even though \(\delta_A\) is not greatly smaller than \(c\) or \(m\). In our extended model (electronic supplementary material, S.2), the low-\(B\) equilibrium can be at \(B = 0\) when hosts have constitutive AMP production. However, empirical observation is that substantial bacterial loads can persist for the duration of life in hosts that survive the initial infection [1], engendering only a mild reduction in lifespan [18]. Moreover, as bacterial abundance has been scaled in the model so that \(S_A = 1\), the rate of AMP production at the low-\(B\) equilibrium is below the maximally upregulated rate by a factor \(B/(1 + B) < B\). So simply from the fact that \(B < \ll\), we can conclude that at the low-\(B\) equilibrium the immune system is almost completely downregulated, which is also out of line with the experimental observations.

The path to chronic infections involves pathogens switching from expansion to decline, suggesting that chronic infection may result from some change in the host–pathogen interaction. For example, the pathogen might evolve in ways that allow it to persist in a chronic infection, or the host might modify its immune response to tolerate chronic infection rather than clear it. However, the pathogen evolution hypothesis has been disproved experimentally in our *Drosophila* system. Bacteria taken from flies with either outcome (infection succeeds, or chronic infection), and then re-injected into uninfected flies, again produce the same bimodal infection outcomes [1]. We are not aware of any experimental evidence, in any system, that motivates the second hypothesis. Moreover, it cannot occur simply through changes in our model’s parameter values; it would require a qualitative change in how AMP production rate modulates in response to pathogen abundance (see electronic supplementary material, S.3).

Therefore, to explain chronic infection outcomes we add to our model the ability of pathogens to achieve some degree of protection from the host immune response, at the cost of reducing their division rate. We chose to model the protection hypothesis because several mechanisms are known that can produce this effect [12]. One is for cells to enter a ‘tolerant’ or ‘persistor’ state, analogous to known mechanisms of antibiotic tolerance [19] involving either physiological changes (such as cell wall reduction or loss) or a reduction in metabolic rate (dormancy [20]). A second is for pathogens to invade some tissue that is protected from the host immune response. For example, intracellular pathogens such as *Mycobacterium tuberculosis* (the causative agent of tuberculosis) and *Listeria monocytogenes* do this by allowing themselves to be phagocytosed, then living inside the macrophage while being protected from host immune responses [21]. Any tissue isolated from the host immune system could play the same function. A final possibility is for cells to form a structure such as a biofilm that protects most cells against host immune responses, and allows them to safely remain metabolically active to some extent, while not changing dramatically in numbers [12]. For our purposes, we need not distinguish between these possible mechanisms; we can just posit that cells can activate some mechanism affording protection at the cost of reduced proliferation rate.

We thus extend the model to distinguish between ‘normal’ bacteria \(N\), and ‘protected’ bacteria \(P\). For a minimally complex proof of concept model, we assume that protected cells are completely invulnerable to AMPs (without specifying how this is achieved), but have a lower intrinsic division rate and protease production rate than normal bacterial (by a factor \(\eta < 1\)), and a lower carrying capacity \(L\) (lower carrying capacity is a necessary assumption in this model, as slower division would otherwise simply delay the progression to a high lethal pathogen burden, but host defences could also limit protected bacterial growth if the assumption of complete invulnerability is relaxed). We assume that the per capita conversion rate from \(N\) to \(P\) states is a sigmoid increasing function \(p(A)\) of AMP concentration. Because our focus is on modelling chronic infection states where the immune system remains activated, we omit back-conversion from \(P\) to \(N\) states that might occur at low AMP concentrations. However, we do assume that division of \(P\) cells produces both a fraction \(\nu\) of \(N\) cells. When AMP concentrations are low, these \(N\) cells could proliferate and potentially re-seed a growing infection.
Figure 4. As in figure 3, for the extended model equation (3.1) with normal and protected bacteria. Points are shaded according to the fraction of Protected bacteria running from 0 (lightest) to $\approx 90\%$ (darkest). Parameter values $r = 0.5; \ Q_0 = 12; \ \delta_A = 0.02; \ \varepsilon = 0.1; \ K = 1000; \ m = 0.25; \ \delta_R = 2; \ g = 0.5; \ \eta = 0.25; \ \nu = 0.5; \ L = 5; \ L_0 = 0.02$. Conversion rate from $N$ to $P$ was given by the logit function $p(A) = \alpha \Phi(\mu = \lambda, \ \sigma = \sigma_\lambda)$, where $\Phi$ is the cumulative distribution function of a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$, with $\alpha = 0.1, \ \lambda = 5; \ \sigma = 2$. Figure made by script Split_Outcomes_NPAR.R.

The model is then

$$\begin{align*}
\frac{dN}{dt} &= rN \left(1 - \frac{N}{K}\right) + \nu pP \left(1 - \frac{P}{L}\right) - cAN - p(A)N \\
\frac{dP}{dt} &= (1 - \nu)pP \left(1 - \frac{P}{L}\right) + p(A)N - \delta_P P \\
\frac{dA}{dt} &= f(N) - \delta_A A - hAR - cAN \\
\frac{dR}{dt} &= g(N + pP) - \delta_R R 
\end{align*}$$

where $f(N) = \frac{Q_A N}{1 + N}$.

(3.1)

For this section, we again scale state variables so that $S_A = h = 1$, but leave time unscaled for the sake of comparisons with experimental results. A doubling time of 1–2 h ($r = 0.35 – 0.7$) can be taken as typical for the Drosophila pathogens shown to exhibit bimodal infection outcomes [1].

The extended model readily produces bimodal outcomes in which the pathogen is never reduced to extremely low levels (figure 4). Simulations where the pathogen is held in check (figure 5) confirm that the model can capture the known qualitative features of chronic infections: the outcome is a stalemate, converging to a stable equilibrium where a small bacterial population that continues to undergo cell divisions is held down by host immune responses. The ratio of protease to bacteria eventually drops to the lower level reflecting the slower protease production by protected bacteria. For these parameters, there are enough $N$-state bacteria, sustained by division of $P$-state cells, to keep AMP production induced to roughly 30% of its maximum rate. However, sustained AMP production could also result, in theory, if protected bacteria do not divide but nonetheless produce metabolic products that induce a host immune response (having little or no effect on them).

Any observed chronic infection load (those in our Drosophila experiments are roughly $10^7 – 10^8$ per host) can be matched in model (3.1) through a ‘protected tissue’ scenario where protected bacteria remain near their carrying capacity $L$. But even in this simple model there are multiple ways to achieve any desired equilibrium for $P$ as the balance between cell divisions and killing by AMPs.

The outcomes in figures 4 and 5 are not the only possibility. In particular, the split into lethal or chronic infections can be transient (electronic supplementary material, figure S.2). With a larger carrying capacity $L$ for the protected pathogens, and sufficiently high conversion rate, a large protected population can become established while the normal, unprotected cells are being driven down by the host immune response. The normal daughters of protected parents can then give the normal population enough of a ‘boost’ that they rebound from near-elimination, and increase to a lethal infection.

4. Discussion

The models presented here provide a proof of concept for our general negative feedbacks hypothesis. Hosts mounting a bactericidal immune response, and pathogens responding through mechanisms that degrade the bacteriocides or impede their production, is a simple but very general recipe for dynamics where small differences in initial conditions, or small differences between individuals in the values of key parameters, lead to dramatically different outcomes in different individuals. The effects of these differences occur within the first few hours of infection but the ultimate outcome may not be apparent until several days later.

When we additionally allow bacteria to enter a protected state at the cost of reduced ability to proliferate, the model can generate outcomes very much like those observed experimentally. The protected state could be a lethal safe haven (e.g. a host tissue where they are shielded from immune responses), or a physiological or metabolic state with reduced sensitivity for the immune response.

Our model for protected pathogens assumed strictly one-way conversion (normal $\rightarrow$ protected) because that is sufficient to explain chronic infections. Allowing back-conversion would increase the theoretical potential for a suppressed bacteria population to rebound after an initially strong immune response has abated, provoking a second round of immune...
response. In theory, this might lead to cyclical rise and fall of infection, or to a series of infection-suppression-rebound events that grow in magnitude and eventually overwhelm the host. However, we are not aware of any empirical evidence for these scenarios in bacterial infections.

Being able to fit previously collected data is not a strong test of a model, especially when information that would constrain model assumptions and parameter values is limited. However, explaining previous observations has produced some new predictions that can be tested experimentally:

1. Chronic infections are dominated by a sub-population of protected pathogens.
2. Protected pathogens are not merely inert and invulnerable—they are doing something that provokes a sustained host immune response. In our models that ‘something’ is that some daughter cells have the normal, unprotected phenotype, but other mechanisms (such as host sensing of metabolic by-products) could have the same effect.

The models here are built from causal links (e.g. pathogens evoke a host immune response whose strength depends on pathogen abundance) without specifying the underlying ‘machinery’ (e.g. signalling pathways). This is valuable because it means that model predictions are not dependent on those details. However, it does not allow us to test our hypothesis more rigorously by predicting in advance what happens if we experimentally monkey with the machinery. To do that, our phenomenological model of the initial activation of host immune responses (a linear ramp from onset to completion) needs to be replaced by a detailed ‘systems biology’ model for the kinetic pathways leading to immune system activation, primarily the Imd signalling pathway. The actual nature of protected pathogens needs to be identified, and state transitions modelled mechanistically rather than specifying the outcomes at the level of population parameters (birth, death and state transition rates). Such models will also help us identify exactly what processes generate the variation among genetically homogeneous hosts, raised in a common environment, that can be amplified into divergent infection outcomes.

The models here and in [9] produce the same key dynamic property—widely divergent outcomes from similar initial states—from completely different biological mechanisms. In [9], the pathogen counters immune attack by diverting resources from the host to itself, thus diminishing the host’s capacity for immune response. In our model, the pathogen has its own chemical weapons that either degrade the host’s or slow their production. As a result, the two models produce two different pairs of outcomes: in [9], the pair are sustained infection contained by ongoing immune response, versus transient infection that is cleared completely. In our model, the pair are chronic and uncontrollable infection—the pathogen is never completely cleared. But these differences are less important than the similarity at the level of dynamic mechanism—a double-negative feedback loop between host and pathogen—suggesting that host–pathogen mutual antagonisms of many different types could be the common dynamic feature driving the common observation of bimodal infection outcomes in a variety of different systems.
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Figure 5. Infection dynamics in the extended model, for a host with fast immune induction so that the outcome is a chronic infection. Parameter values are the same as in figure 4. Note, the bottom-right panel is a two-dimensional projection of a four-dimensional model trajectory. Figure made by script Split_Outcomes_NPAR.R.
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